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Summary: Thehorizon angle is cdculated as a function of the average coordinates for the ground
and sky classes and ameasure of the arcraft pitch is determined by the disolacement of the horizon
from the centre of the view.

A prototype camera and image processing system has been built and used to test and validate the
procedures. Trids of the system in Smulation and red flights in aremote controlled glider have been
carried out. The results are given and discussed.

Keywords: UAV, unmanned arcraft, sky, ground, image processing, computer vison, horizon
detection and tracking.

I ntroduction

The digolacement and angle of the horizon in a video frame from avideo camera onboard an aircraft
can inform us about the attitude of the camera and hence of the aircraft. Thisis ongoing work being
done by the authors as well as other groups. [1][2][3][4][5][6][7][8][9][10]

Given an dgorithm that can segment a video frame into ground and sky parts and a measure of how
reiable the segmentation is it is possible to measure the approximate angle and postion of the
horizon. Methods for the image processing to produce a binary representation of the horizon and
measure of the reliability of the representation are discussed in [2]. It should be noted that athough
for the purposes of this paper the difficulties of obtaining this ssgmentation are mogtly ignored, thisis
no mean task and in redity the entire success or otherwise of the technique relies on this image
processing and the reliability measuresthat it produces.

For the authors purposes, a good segmentation has clearly defined sky and ground classes with little
or no overlap and a well defined interface, the horizon. A drcularly shaped view is required for our
work because it makes the measurement of the horizon angle smpler, given the average coordinates
(centroids) of the classes. Essentidly it is because the area under and above the horizon inein a
rectangular view is not invariant with the angle that the horizon makes with the horizonta (X axis) of
the image. With a crcular view this asymmetry disappears and this makes it easer to cdculate the
angle and position of the horizon from the spatia relationships of the ground and sky centroidsin the

binary imege.
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Algorithm

Asdiscussed in [1], if the segmented horizon image makes a perfect chord of the circular view, then
the gradient m and angle f  that the horizon makes to the camera horizonta are given by Egn. 1.

m=2Xs"Xc
Ys- Yg
f =arctan(m)

Egn.1

Where Xg,Ys and Xg,Ys are, respectively, the Cartesan coordinates of the sky and ground

centroids in the binary image of the horizon thet is, the class centroids. In order to measure the
centroids a threshold in the blue component of the RGB video images is applied to create a binary
image which then has a circular mask gpplied to it in software as the pixel data are received. The
coordinates of pixels indde the mask that arrive with a vdue of 1, indicating that they had been
classfied as sky, are added to an accumulated total for the Xg and Y, and Smilarly trested are the

coordinates of pixds classfied as ground. The number of pixdsin each class are dso counted on the
fly. At the end of the framethe Xg,Yg and Xg,Yg totas are divided by the number of pixelsin

each class to arrive at the average coordinates and this information is used with Egn. 1 to arrive a
the horizon angle. All of these procedures are done on apixel by pixel basis so there is no need for a
frame memory, which amplifies the hardware and software desgn considerably and reduced
memory transfer overheads. The arctan function is calculated using a Taylor’s series gpproximeation.
This caculation can be carried out easly by a low-powered processor at the rate of arrival of the
binary thresholded pixdl data. Fig. 1 shows an example of this process where, after adjusting for the
Y coordinate increasing downwards instead of upwards  we have:
& 90- 45 ¢ 180 _

am"a”g- (B5-100)5 p 45

Unlike the horizon angle, in the trid discussed in this paper the horizon displacement was not
caculated onboard the aircraft but rather was calculated in the post processing stage. It isardéivey
ample task that will be added to the airborne processor for future work. The actud pitch angle of the
arcraft is not caculated because to do so would require knowledge of the dtitude, the horizon
displacement being a function of both dtitude and pitch angle (and camera mount angle, which is
being ignored herein).

The horizon displacement is measured as an angle by measuring the distance in pixels that the line
representing the horizon is from the centre of the view. Given that the field of view of the cameraiis
known it is possible to work out how many radians is subtended per pixel and thus the angle of the
pitch displacement can be caculated, but for our purposes, it is probably just as easy to leave the
horizon displacement expressed in terms of pixels rather than convert to radians.
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Using some smple trigonometry, the relaionship that gives the digance h (adso known as the
gpothem) of the horizon chord line from the centre of the view as a function of the number of pixds
n of the image underneath the chord can be found as expressed in Egn. 2, where R isthe radius of
the circular view mask.

n=R? arccos(%) - WR?-h?

Eqgn. 2

Unfortunately, this non-algebraic function cannot be re-written to Smply express h intermsof n.
However, the function can be gpproximated for a known vaue of R. For example, given R=72, we
can use the linear equation given by Eqgn. 3.

If more accuracy is required, a nonlinear polynomia approximation can be used.

Y coord

h=65- 0.00837n

Binary image of horizon, with quantised circular mask
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Fig. 1 Masked, thresholded horizon with class centroids

Egn.3
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Distance of horizon from centre of view as a function of area under horizon
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Fig. 2 Linear approximation for horizon displacement

Method and Equipment

Although other groups are carrying out the investigation of this type of technique usng UAVs and
MAV:s fitted with video tlemetry systems and doing the image processing on the ground and then
tranamitting control sgnals back to the arcraft, [3][4][8], the authors of this paper are determined
that the image capture, processing, angle measurements and control responses should al happen
onboard the aircraft. This gives the great advantage of not having to rely on the qudity of the video
transmission to the ground station and the control signals from the ground station. However, it does
severdy limit the 9ze and weight of the image processing system because it isintended to be flownin
an arcraft with a payload capacity measured in hundreds of grams, and with a limited eectrica
power budget.

For the trids and results presented in this paper the arborne equipment consisted of a digitd video
camera with some smple image processing capabilities, a microcontroller programmed to control the
camera and carry out the andys's and angle measurements and relay the results to the ground station
viaadigita radio link. A second video camera and video telemetry radio were used to tranamit the
horizon imagery to the ground station for confirmation of the onboard measurements. See Fig. 3.
Power for the equipment was supplied by a three cdl lithium-polymer battery. The radio control

receiver, servos and battery were kept quite separate from the other equipment for reliability and
safety reasons. The ground station conssted of the relevant radio receivers and antennas for the two
radio links, a lgptop computer for recording the serid data stream and a digita handy-cam for
recording the video telemetry. On the ground were dso the pilot and radio control transmitter.

The digital video camera used was the OV6620 from OmniVison Technologies [11] with animage
processing board designed and programmed by students [12] of Carnegie-Mdon Univergty. This
camera system, which we will call the CMUCam, has, amongst other attributes, the ability to apply a
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threshold to the frame and send a binary frame as a result, thus greetly reducing the amount of data
that needs to be handled by higher level processing systems.

The microcontroller that is the heart of the horizon angle measuring system was a low-powered
device by modern standards, being a 20 MHz PIC 16F876 manufactured by Microchip [13]. The
software to control the camera and receive and process the intermediate image results was written
by the authors in the C programming language. The frames were processed a arate of 5 frames per
second and this limit was imposed mainly by the time taken to receive the intermediate image viathe
serid connection between the camera and the microcontroller and process it. Despite the Smplicity
of the adgorithm, the software loop that processed the binary results from the camera and applied the
circular mask and accumulated the average coordinates of the classes could not have handled a
faster frame rate. An assembler [anguage inner loop was written and tested but eventualy discarded
infavour of the dightly dower but more easlly maintained C code.

o

Fig. 3 Airborne equipment, left to right, microcontroller with data telemetry radio,OV6620
camera with CMUCam image processor, analog video camera and video telemetry radio

Trial and Results

One trid and its outcome will be discussed in this section. The conditions that the trid was carried
out under were consdered to be very good and there was a known weakness in the thresholding
method used for the trids. The results are considered as a proof of concept rather than proof that the
sysem will work under dl @nditions. The trid, known as Grampians2, was conducted on a clear
day with little or no cloud and in the early afternoon. The air was moderate, with a light breeze and
little turbulence. The ground visud agppearance was lightly treed grasdand and bush, with low
mountains in the distance, and a lake just on the horizon. This trid was over farmland acquired by
one of the professors a Monash Universty for the testing of robotic vehicles.

Launch of the glider was by ‘bungee conssting of a stretched rubber tube and nylon line. The flight
was on the order of afew minutes as there was not alot of lift. No feedback from the visud system
was gpplied and the radio control pilot was in control at dl times. Video and data telemetry was
recorded on the ground for later processing and graphing. The horizon angle measurements were
cdculated by the arborne equipment. Gragphing and image processng for the purposes of
presentation were conducted by the ground equipment.

In this trid, a fixed threshold method was used for segmenting the image into binary ground and sky
classes. This far from optimal method was adopted for reasons of Smplicity asthetrid wasredly to
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prove the concept and the equipment rather than be the find tests. Later tests will be carried out
using an adaptive thresholding method, or a k-means clustering method as discussed in [2].

A sHection of frames from the resulting video with the horizon angle and horizon displacement
superimposed is shown in Fig. 4. This selection shows a good correspondence between the video
and the messured angles, dthough there are certainly other sections in the video that are less
stisfactory. The horizon angle shown by the red line in the blue circle was reported from the
arrborne sensor via telemetry, dthough the horizon disolacement was caculated during post-
processng. The blue line dong the image of the horizon was cdculaed by the post-processing
method to get a measurement to compare the telemetry angle to.

Fig. 5 shows the angle reported by the airborne processor compared to the horizon angle derived by
post-processing the video usng a more sophisticated method, which was OtsU’'s histogram andysis
thresholding [14], followed by filling in of al objects less than ten percent of hdf of the view Sze,
then edge pixd finding followed by fitting a line to the edge pixds. Observation of the video
produced during this post- processing indicates that the post- processing angle derived from the video
telemetry usudly corresponds well to the angle that a human observer would decide. There are some
exceptions such as that due poor telemetry, sun-glare or when the horizon goes completely out of
view and these have not been compensated for. It was found that the angles reported by telemetry
had a non-zero offsst compared to the angles derived during podt-processing and that was
subtracted before comparison. This offset was probably due to the camera mounting. Anglesin data
packets that were detected as corrupt or missing in the telemetry were replaced by prior good
angles. Contemplation of Fig. 5 shows that there are areas where the two angles subgtantial in
agreement, but others where there is substantia disagreement, such as in the region of frame 150.
Some of this disagreement is due to sun glare and different responses when the horizon goes out of
view, but once again alot is thought to be due to the smple fixed threshold used for ssgmentation in
the airborne equipment.

O O'™Sy T T T
_ _ T S nEatd

Fig. 4 Horizon angles superimposed on video. Grampians2
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Angle from telemetry compared to post-processing angle from video
40 T T T T T T T
— telemetry
—— post-process

30 s

|

10p .

angle (degrees)
o
1

.10k .

-30F —

_40 1 1 I I I 1 I
0 50 100 150 200 250 300 350 400

frame

Fig. 5 Angle measured by airborne equipment compared to that measured after post-
processing the video telemetry

Conclusion

The fundamentd idea of usng low complexity image processng and computation onboard a UAV
for detecting and measuring horizon angle and displacement does work, at least under good visua
conditions when there is good contrast between ground and sky. Improvement needsto be madein
the image segmentation and a reliability measure needs to be caculated and gpplied to the results
before action is taken by the control systems using that information. There will be occasions when the
technique cannot be used because the video image is not suitable or because the terrain of the
horizon does not match the modd used, and these situations also must be detected and appropriate
actions taken. The use of other sensors such as GPS and inertid measurement systems should be
integrated to work in concert with this visud sensing method.

The CMUCam has served its purpose well to alow usto test the above idess, but it will probably be
replaced in future work. There is a new verson, the CMUCam2, avalable that has the ability to
measure a hisogram of a color component, which fits in very wel with the methods discussed in [2]
and a frame buffer built in that decouples raw frame rate (and hence exposure control) and data-
transfer rates. Work is aso being carried out & Monash to finish designing and implementing a vision
processing system based on a FPGA (field programmable gate-array) device coupled with the
0OV6620 digita front end. This should dlow us much greater flexibility in the image processing,
dlowing fast pardld measurements of daigics usng dedicated hardware described in HDL
(hardware description language) in conjunction with more conventiona procedural software routines.
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